


Putting it all together

e Temporal repn (spikes) and population repn
(distributed activities) have been independently
considered

e Both are nonlinear encoding, linear decoding.

o Stick them together. Encoding:
ai(x(t)) = GilJi(x(1))]
(1) = ai(x(t) +IP

m

e Decoding:
x(t) =) ¢h(t — tin)




E Filtering

e Finding optimal h(t) as before implicitly includes
the population decoder.

e So, always normalize h(t) (optimal or not) to area
= 1 before using the decoders.

o 50, decoders are, more accurately

X(t) = Z ¢;(t — tin)




ldeal PT decoder

o Should add noise to optimize
X(t) = Z Ot 1, 0

e Minimize

a2

= < Xt qui(t—tm — Nin) >

A,n

o Technically should use a Monte Carlo method




Considered independcn’dg

e we can then use a non-optimal, biologically
plausibly temporal decoder (the PSC)

e we can find the decoders analytically

e we can easily apply other (as yet unseen)
analyses which help us understand population
representation




Whg should it work?

e The decoders are the same because we used a
LIF in both cases, so

Gl = <Z hi(t) * 6(t — tm)>

<Z e tm)>
(),

e Will be convincing if we can build models well
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@ Pre-nOiSing add noise

1]l = |l

find filter

@ | | |

e Post-noising find filter

add noisel

@ || [l |




Fluctuations as noise

o Using spikes results in fluctuations in the
estimate that are like more noise (so why spike?)

e Appendix C.1 has details. Postsynaptic activity,
under contant input:

Ol ) — Zh (t — nA( L

e Variance is:

o3 = ([B(t) — (#®)7]")

TatiO




Fluctuations

e Variance becomes
ol =y balr) Zgz (mA;(z)) — a;()

gi(T) S /_OO hi(t)hi(t—T)dt

o Intuitively as t increases:




Error

e Error comes from 3 sources
Etotal == Estatz'c 1 Enoz’se =i Efluctuations

- -2
1
” §< - ai(@); > +05 ) 8%+ 05

)

e Because the last two are the same form, they can
be combined into
2> ¢

o The previous noise analysis will work here (1/N)
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Connection weights

o Define the representations of both pops:

a;(x) = G;l|Ji(z)] bjly) = G;lJ;(y)
= {Ozzggzaj G it J,L-bms — Gj {O&jéjy i le?ms
i = oy alby g = ) bi(y)eY
i )

e Define the computation: y=x

e Substitute our estimate of x into b




Connection wcights

e Substituting: Yy =x =~ &

bi(@) = Gj|ajém+ inas}

= Gy la;é; Y ai(@)g + e

= Gj ijiai(x)—kaiaS




With spi|<es

o Write the spiking estimate #(t) = Zai(«fﬁ ()97

e Then do the same substitution:

bj(x(t))

= [%‘Cf;j (t) + mes}

= Gj o«;,as;,Zh — tin)F + J;*




Scaling and noise
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Adding scalars




Doing the math

e Volunteer?

CL (ZC Al y)

G {Oékqgk( T Jlgm]

Gilao: (Zaz Jlo¥s ‘|‘Zb )"‘Jlgws




Scalar addition




Recipe for linear trans.

1. Define the repn (enc/dec) for all variables
involved in the operation.

2. Write the transformation in terms of these
variables.

3. Write the transformation using the decoding
expressions for all variables except the output
variable.

» 4. Substitute this expression into the encoding
expression of the output variable.




Vectors

e Nothing new. Representation:
el — 2 [ozi <§5,LX> — Jibms}
X = Z a;(X)p;

7
e Transformation
e C 1X e CQY




e Substitution

Vectors

ce(C1x+Coy) = Gy {ozk <g5k(clx+02y)>m+J£ias}

Zoa

=

wii = <¢;k:¢;(>

Qg <¢k (Clz:aZ ) +C2Zb

Zwlmaz G Zwk] —|— ngas:|

Wi = apC <¢~5k¢jy>

m

) > i J]l;ias

m

m




Vector addition

Nk
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Use matrices instead of scalars: wp; = ax <$kC1¢?>

©

®

Comments

Permits any linear operation (rotation, scaling)
Spiking neurons: a;(x) = » h(t — tin)

Does a good job of vector addition (small
transient with spikes because of ).

Improve performance by adding neurons

This kind of network may be used in frontal eye
fields for control of saccades.

m




