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The Semantic Pointer Architecture 
Unified Network (Spaun) is a 
network of about 2.5 million 
interconnected artificial spiking 
neurons. 

Spaun performs tasks like humans 

Spaun makes mistakes like humans 

Spaun is composed of groups of anatomically and 
physiologically matched neurons that perform functions 
necessary to complete cognitive tasks. It flexibly 
coordinates those groups depending on the cognitive 
task being performed. 

These functionally related groups of neurons are mapped 
onto brain areas consistent with our current 
understanding of brain function. Spaun can be 
manipulated in order to test hypotheses in neuroscience. 

Spaun can perform 8 different cognitive tasks using only 
visual information and without external intervention: 

Theory 
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• Copy drawing 
• Digit classification 
• Gambling 
• List memory 

• Counting 
• Question answering 
• Rapid variable creation 
• Fluid reasoning  

Nengo modelling software 

    Semantic pointer architecture 
List = Pos1    Item1 + Pos2    Item2… 

Neural Engineering Framework 
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Spaun matches experimental data 
Data Model 

Spaun+ : More neural detail and cognitive performance 
Conductance neuron model 

(Bahl et. al. 2012) General instruction processing 


