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Prospective

The network1 computes coefficients on temporal
basis functions to represent a temporal window. It is
implemented as a Recurrent Spiking Neural
Network with the Neural Engineering Framework2

Retrospective

We can flexibly control
the size of the temporal
window (θ).

In prospective timing
we approximately know
the length of intervals
beforehand, so we can
match the window size
to the target interval,
resulting in
optimal timing.

On the other hand, in
retrospective timing,
we don’t know how
long the intervals will
be, so the window size
remains fixed, resulting
in less accurate timing.
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Adjusting window size
(θ) and reading out at
the end of the window
allows for optimal
interval production


